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Overview

Task-oriented dialogue (TOD) systems are designed to
assist users to accomplish their goals, and have gained
more and more attention recently in both academia and
industry with the current advances in neural approaches
[1]. A TOD system typically consists of several modules,
which track user goals to update dialog states, query a
task-related knowledge base (KB) using the dialog states,
decide actions and generate responses. Unfortunately,
building TOD systems remains a label-intensive, time-
consuming task for two main reasons. First, training
neural TOD systems requires manually labeled dialog
states and system acts (if used), in both traditional
modular approach [12} 8] and recent end-to-end trainable
approach |11} |7} 4, |9}, [13]. Second, it is often assumed
that a task-related knowledge base is available. But for
system development from scratch in many real-world
tasks, expert labors are needed to construct the KB from
annotating unstructured data. Thus, the labeled-data
scarcity challenge hinders efficient development of TOD
systems at scale.

Remarkably, unlabeled data are often easily avail-
able in many forms such as human-to-human dialogs,
open-domain text corpus, and unstructured knowledge
documents. This has motivated the development of semi-
supervised learning (SSL) |15], which aims to leverage
both labeled and unlabeled data, for both information
extraction to construct the knowledge base and build-
ing the TOD system itself. Additionally, although it
has long been recognized that TOD systems could be
formulated as Markov Decision Processes (MDPs) and
trained via reinforcement learning (RL) for the policy
learning for the agent [12], it remains very challenging
to build reinforced TOD systems due to large language
action spaces. There are significant individual research
threads, including semi-supervised information extrac-
tion |6l [10], using pre-trained language models |2} |5]
or latent variable models [14] for semi-supervised TOD
systems, grounded response generation with unstruc-
tured knowledge sources [3|, reinforcement training of
the system from interactions with user simulators, and
SO on.

The purpose of this challenge is to invite researchers
from both academia and industry to share their per-

spectives on building semi-supervised and reinforced
TOD systems and to advance the field in joint effort. A
shared task is organized for benchmarking and stimulat-
ing relevant researches, with a newly released large-scale,
multi-domain TOD dataset which consists of 100,000
real-world dialogs.

Techniques of interest

This challenge encourages submissions on building semi-
supervised and reinforced TOD systems. All types of
semi-supervised techniques are welcome, such as, to
name a few, pre-training, self-training, self-supervised,
weakly-supervised, transfer learning for zero-shot or few-
shots, latent-variable modeling, and domain adaptation,
and data augmentation. Both online and offline RL
techniques are welcome.

Possible techniques include, but are not limited to,
the following:

e General techniques for task-oriented dialog systems

e Semi-supervised information extraction and knowl-
edge modeling

e Grounded dialog with unstructured knowledge
sources

e Semi-supervised task-oriented dialog systems
e Reinforced task-oriented dialog systems

e User simulators

Shared task

We introduce a new shared task, aiming to benchmark
semi-supervised and reinforced task-oriented dialog sys-
tems, built for automated customer-service for mobile
operators. The task consists of two tracks: informa-
tion extraction from dialog transcripts (Track 1) and
task-oriented dialog systems (Track 2).

An important feature for this shared task is that we
release around 100,000 dialogs (in Chinese), which come
from real-world dialog transcripts between real users and
customer-service staffs from China Mobile, with privacy
information anonymized. We call this dataset as MCSD
(mobile customer-service dialog) dataset, which differs
from existing TOD datasets in both size and nature
significantly. To the best of our knowledge, MCSD is
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Figure 1: An example of a schema for the “data pack-
age plan” domain, with concepts (in rectangles) and
attributes (in circles).
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not only the largest publicly available multi-domain
TOD dataset, but also consists of real-life data (namely
collected in real-world scenarios). For comparison, the
widely used MultiWOZ dataset consists of 10,000 dialogs
and is in fact simulated data (namely collected in a
Wizard-of-Oz simulated game).

We provide a schema, and only 10,000 dialogs are
labeled by crowdsourcing, while the remaining 90,000
dialogs are unlabeled. The teams are required to use this
mix of labeled and unlabeled data to train information
extraction models (Track 1), which could provide a
knowledge base for Track 2, and train TOD systems
(Track 2), which could work as customer-service bots.
We put aside 5,000 dialogs as evaluation data.

Track 1: Information Extraction from dialog
transcripts

Motivation In a task-oriented dialog system, after
dialog state tracking, the system needs to query a task-
related knowledge base. The query result is important
for system action decision. For system development from
scratch in many real-world tasks, the knowledge base
is often not readily available for training TOD systems.
Traditionally, expert labors are needed to construct the
knowledge base.

Given a mix of labeled and unlabeled dialog tran-
scripts, Track 1 examines the task of training informa-
tion extraction models to construct the “local” knowledge
base for each dialog, which will be needed in training
TOD systems in Track 2. The knowledge base is lo-
cal in the sense that the mentioned entities with their
mentioned attributes are extracted across all turns in
a dialog, but there is no information fusion between
dialogq’} With such knowledge base, we will be able to
drive the training of the TOD system.

Schema A schema is a collection of hierarchical con-
cepts with attributes, used to organize and interpret
information in a domain. We will provide a manually
designed schema including concepts and their attributes,
which is illustrated in Figure [I]

'We leave information fusion across dialogs for future
study.

Task definition Based on the schema, we define two
sub-tasks.

1) Entity extraction. This sub-task is to extract enti-
ties with their corresponding concepts, which are men-
tioned in a dialog session. In real-life dialogs, an entity
may be mentioned in different surface forms, which need
to be extracted. For example, “50TCILE A" (50 Yuan
data package plan) may have a number of different men-
tions in a multi-turn dialog: “50TCHMEZ5” (50 Chinese
Yuan plan), “I MR EE” (that package plan), “NI7
ABMILZ5” (that plan). Thus, entity extraction for the
MCSD dataset is more challenging than classic named
entity recognition tasks (e.g., extracting person names),
due to the informal, verbalized and loose form of the
customer-service dialogs.

2) Slot filling. This sub-task is to extract slot values
for entity slots (i.e., attributes). It is formulated as
a sequence labeling task for the pre-defined slots in
the schema. For example, in sentence “10GBEZ
5% A B9 F 250888 - 7 (The price for 10GB data
package plan is 50 Chinese Yuan per month), “&:H ]
7% FH&5058%” (50 Chinese Yuan per month) will be
labeled as plan price slot. An entity may have several
mentions in a dialog, and the slots and values for an
entity may scatter in multi-turn dialogs. Thus, the task
requires entity resolution and assigning slot-value pairs
to the corresponding entity. After entity extraction and
slot filling, a local knowledge base will be constructed
with all extracted entities with their attributes for each
dialog.

Evaluation Given a dialog in testing, the trained
information extraction model is used to extract entities
together with slot values. We will evaluate and rank the
submitted models by the extraction performance on test
set. The evaluation metrics are Precision, Recall and F1.
As for entity extraction, the metrics are at entity level:
an entity is extracted correctly if and only if the mention
span of the entity is labeled as the corresponding entity
type (i.e., concept). As for slot filling, the metrics are
at triple level: an entity-slot-value triple is extracted
correctly if and only if 1) the mention span of the slot
value is labeled as the corresponding slot type. 2) the
slot-value pair is correctly assigned to the corresponding
entity.

The F1 scores will be the main ranking basis on leader-
board. We will provide the following scripts and tools for
the participants: 1) Baseline models for both sub-tasks;
2) Evaluation scripts to calculate the metrics.

Track 2: Task-Oriented Dialog Systems

Motivation Most existing TOD systems require large
amounts of annotations of dialog states and dialog acts
(if used), which are time-consuming and labor-intensive.
Track 2 examines the task of training a TOD system
over the mix of labeled and unlabeled dialog transcripts.

Task definition For every labeled dialog, the anno-
tations contain user information (such as user’s data
package plan, payment records and so on), which is



needed for the customer-service agent to complete the
whole dialog session. This task has two features about
its knowledge base, which are different from those in
other TOD tasks:

1. The user information about each individual user is
the basic knowledge to complete the dialog, which is
refereed to as the local knowledge base in Track 1;

2. No global knowledge base is used.

The teams are encouraged to utilize the unlabeled
dialogs provided in the MCSD dataset.

Connection with Trackl For every unlabeled dialog
in training, the organizers will provide extracted user
information by running the baseline of Track 1, which
the teams can use as the knowledge base. The teams are
allowed and encouraged to use their own information
extraction models, built in Track 1, to construct the
knowledge base for training TOD systems in Track 2.

Evaluation In order to measure the performance of
TOD systems, the evaluation data are additionally la-
beled with user goals, in addition to the labeled user
information. User goal means the main purpose of the
user engaged in a dialogue, according to which user will
talk to the system. User goals over the evaluation data
are used by the organizers to calculate the metric, and
not provided to the teams. Note that we do not need
to label user goals for training data. The main metrics
are Success rate and BLEU score. Success rate is the
percentage of generated dialogs that achieve user goals.
BLEU score evaluates the fluency of generated responses.
A combined score is computed as BLEU-+Success.

The combined scores will be the main ranking basis
on leaderboard. We will provide the following scripts
and tools for the participants: 1) A baseline system; 2)
Evaluation scripts to calculate the metrics.
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